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Figure 1: Escapement is a prototyping tool that reifes video snippets as sensor-mediated interactive prototypes, for screen-based 
applications, and across one or more devices. The tool fexibly maps a variety of real-time sensor inputs (such as tilt, motion, 
or touch) to the time index of a pre-recorded video (or series of still images). This empowers designers to work directly with 
“time as a design material” in the prototyping process, exploring the feel of an interaction in response to sensor data and 
corresponding visual feedback. 

ABSTRACT 
We present Escapement, a video prototyping tool that introduces 
a powerful new concept for prototyping screen-based interfaces 
by fexibly mapping sensor values to dynamic playback control 
of videos. This recasts the time dimension of video mock-ups as 
sensor-mediated interaction. 
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This abstraction of time as interaction, which we dub video-
escapement prototyping, empowers designers to rapidly explore 
and viscerally experience direct touch or sensor-mediated inter-
actions across one or more device displays. Our system afords 
cross-device and bidirectional remote (tele-present) experiences via 
cloud-based state sharing across multiple devices. This makes Es-
capement especially potent for exploring multi-device, dual-screen, 
or remote-work interactions for screen-based applications. 

We introduce the core concept of sensor-mediated abstraction 
of time for quickly generating video-based interactive prototypes 
of screen-based applications, share the results of observations of 
long-term usage of video-escapement techniques with experienced 
interaction designers, and articulate design choices for supporting 
a refective, iterative, and open-ended creative design process. 
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1 INTRODUCTION 
Designers leverage a range of tools when building prototypes of 
interactive systems, from paper and foam core, to video prototypes, 
to fully-functional digital prototypes. But a major disadvantage of 
video-prototypes is that they are not interactive – they are limited 
to visual playback, where a designer (or usability participant) can 
only "watch" rather than viscerally feel and enact the experience. 
Designers additionally value tools that require minimal code gen-
eration [36], especially early on in the design process. Tools used 
and artifacts created through this exploration stage shape the fnal 
designs and help designers defne the “scope” of exploration [39] 
in an evolving, refective “conversation with materials” [11, 12, 53]. 
Early ideation tools should empower designers to explore multiple 
ideas, try alternatives, and iterate until the design feels right. 

As part of our goal to empower designers with new capabilities 
and fuid design exploration, we introduce Escapement, a tool that 
leverages recorded video as an interactive design material, allowing 
designers to "rapidly generate multiple alternatives [and] explore 
their implications" [54]. This tool enables video-escapement proto-
typing, where designers take a video snippet, map it to sensor data, 
and replay the recording in response to real-time user input. On-
device (or external) sensors then map dynamic input information – 
including touch, tilt, and motion paths – to on-screen changes. 

Our tool can stream sensor data between a plurality of devices, 
allowing designers versatility and fexibility in terms of input modal-
ity, input degrees-of-freedom (DoF’s), transfer functions, and the 
graphical mirroring or time-reversal of on-screen efects in each 
viewport. Escapement provides designers with the ability to engage 
with time as a frst class design material through easing functions 
(slow-in/slow-out), reversing the playback time-sequence of the 
video, auto-playing video sequences in a loop, or touching the 
screen to stop (freeze / clutch) or start (initiate or resume) play-
back in response to sensor data. By providing interactive, sensor-
mediated control of the temporal dimension of videos, Escapement 
ofers designers direct, reversible, and manipulable access to this 
otherwise intangible design element of time. 

Designers can thus engage in embodied exploration [12, 30] by 
modifying the input modality and DoF’s, motion paths, and transfer 
functions for screen-based applications – that is, the kinesthetic 
"feel" of sensed inputs in response to corresponding visual feed-
back on one or more displays. And because Escapement supports 
multiple devices, input from one device can trigger changes on any 
of the other network-connected displays. Further, in addition to the 

temporal dimension (which can be played either forward or back-
ward in time), the spatial dimension can readily be manipulated on 
each screen, such as by refecting the video left-right or fipping 
it upside-down. Quick control over such symmetries lets design-
ers experiment with short video clips (typically of 3-30s duration) 
and mold them into the building blocks of interaction techniques 
with appropriate feedback, where graphics fow across or react to 
multiple devices, screens, and viewports in a synchronized and 
spatially corresponding manner. Designers are thus empowered 
to experiment with live, interactive, cross-device experiences, to 
explore stimulus-response compatibility of input and feedback, and 
to rapidly develop richly interactive mixed-fdelity prototypes [45]. 

Escapement represents a step towards richer video prototyping 
methods. Researchers have explored myriad ways to expand the 
design space of video prototyping tools, for example by designing 
tools that support the reuse of flmed content [35] or that enable de-
signers to work directly with on-device sensors [33]. Building on a 
similar philosophy, our system elevates pre-recorded video snippets 
– whether from keyframes, mock-ups, captured video, screen record-
ing, stock footage, a series of still frames (PNG images), or output 
from design and presentation tools (such as Figma or Powerpoint) 
– into an interactive prototype that supports interaction-driven an-
imations [34]. This type of interactivity has been referred to as 
user-in-the-loop behaviors [19, 33], where system output is driven 
directly by continuous user input (see Figure 2). 

In sum, our work contributes the following: 

• Establishment of the general notion of video-escapement pro-
totyping, which operationalizes time as a design material by 
recasting the temporal dimension of video clips as designer-
controlled (or test-user-controlled) interaction. 

• The design and implementation of the Escapement tool, 
which realizes video-escapement prototyping as a means to 
prototype with sensor-mediated abstractions of time on one 
or more screen-based devices without the need to code or 
understand complex software -development concepts. 

• Observation and refection on long-term use of Escapement, 
with insights including the ways video content shapes the 
interaction designs created, the design implications of being 
able to rapidly swap sensors and degrees-of-freedom, and 
using time as a design material. 

The usage strategies noted above evolved and emerged over 3+ 
years of continuous usage across more than 20 interaction designers, 
research interns, visiting scholars, and other collaborators. Our 
hope is that by articulating this approach, and describing some of its 
key characteristics, we can empower other designers to adopt it into 
their design processes where appropriate, as well as to potentially 
inspire a new generation of design tools that can co-opt and build 
upon Escapement’s core conceit: the abstraction of time from video, 
such that time becomes a design material that can be explored and 
enacted through direct, embodied experimentation. 

In the following sections, we frst review Related Work, then 
describe the rationale behind the Escapement Tool itself, including 
key Design Decisions as well as the Technical Architecture of our 
implemented system. We then walk through an Escapement Usage 
Scenario, followed by a characterization of some Design Strategies 
supported by the video-escapement prototyping design method. 

https://doi.org/10.1145/3544548.3581115
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We then refect on the Escapement Design Iteration and Evolution 
under longitudinal use, with a Discussion of some strengths and 
limitations of the tool in the broader context, leading fnally to a 
Conclusion and Future Work. 

2 RELATED WORK 
Escapement is a prototyping tool that supports rapid, iterative, and 
embodied interaction design of screen-based interfaces on one or 
more devices in a way that builds on video prototyping and smoke 
and mirrors [5]. As a result, prototypes created with Escapement 
can take on diferent roles in the interaction design process. Because 
video frames are remapped to sensor data, designers have to work 
with time in mind, which diferentiates it from past systems using 
smoke and mirrors and screen poking. Lastly, Escapement can work 
with one or more devices, and thus builds on past work in multi-
screen and cross-device interaction. 

2.1 Background: Prototyping in Interaction 
Design 

Sketching and prototyping are both recognized as key activities 
in the interaction design literature [5, 9, 10, 22, 26, 34, 39, 45, 55], 
often distinguished based on the goal at hand (i.e., expanding ideas 
versus defning future implementations) [5]. While prototypes can 
be discussed as early externalizations of a design, they are better 
described as explorations that answer a specifc question in the 
process of better understanding the problem at hand: they are fl-
ters and manifestations of design ideas [39]. Under this perspective, 
sketching and prototyping seem indistinguishable, more geared to-
wards the role they play in the stage of the design process (fdelity), 
and their degree of sophistication (resolution) [22]. Thus, we refer 
to these collective activities as prototyping. 

Prototyping is key in design practice to achieve problem construc-
tion [26], a process in which problem defnition and the solution 
co-evolve [10] through systematic explorations that answer specifc 
questions [39, 55]. There are many frameworks to explore these 
types of questions, including implementation, look-and-feel, and 
role [22]; content, form, and behaviour [9]; and structure, behaviour, 
and usage [34]. 

There are many techniques and tools that can be employed 
to explore a design space. A common approach is wireframing, 
where individual panels illustrate a user interaction playing out 
over time [16]. This assumes a set of well-defned states, which tran-
sition between explicit actions, and are best suited to illustrate the 
fow of an application [9]. The Wizard Of Oz technique [28], on the 
other hand, relies on a behind-the-scenes expert controlling the in-
teraction to explore the fdelity of a particular experience [5]. Video 
prototyping [41, 42] can capture both types of non-interactive soft-
ware demonstrations, providing added insight of how an interaction 
might appear. 

With these approaches, it is possible to experience some of the 
elements of the interaction, but they are not suited for exploring 
interactive behaviour —the animacy of an efect driven by the inter-
action as it happens in real time, and are tightly coupled with appro-
priate feedback. This is defned in the literature as user-in-the-loop 
behaviours [19] or interaction-driven animation [34]. For these types 
of behaviours, there is a need for tools and approaches that can 

support thinking and doing [12] and enable refection-in-action [53] 
through embodied externalized experimentation [21, 24, 30]. 

2.2 Designing with Time in Mind: Video 
Prototyping 

The advent of computer animation enabled the creation and con-
sumption of time-based media. Perhaps the earliest example of 
playing back an animation coupled to the motion-dynamics of an 
input source, via pen-driven timing of an animation, appeared in 
Baecker’s Genesys system [1]. Over time, physical approaches to 
animation migrated into computer graphics, bringing forth the no-
tion of keyframes as core visuals supported by other transitional 
visuals over time [4]. Animators ported traditional methods such as 
frame-by-frame and tweening – interpolating between keyframes 
with parameters that change as a function of time – into digital 
animation. These authoring paradigms remain core in supporting 
the design of new user experiences through video editing software 
(e.g., Da Vinci Resolve 1, Adobe Premiere 2) as well as animation 
software (e.g., Adobe Animate 3 (formerly Flash), and ToonBoom 
Harmony 4). 

One way of expressing time-based interactions is through the 
practice of video prototyping, which consists of capturing and show-
casing interactions through captured videos or animations [41, 42]. 
Building prototypes with rich interactivity and visual refnement 
– even while minimizing the focus on breadth and depth of func-
tionality [45] – still typically comes at a high engineering cost [45], 
especially compared with more rapid tools such as paper and foam 
core. While video is a powerful and widely-used tool [49], a major 
disadvantage of video prototypes is that they are not interactive 
- they are merely a visual experience that does not support user-
in-the-loop animations, where system output is mapped directly 
to continuous user input [19]. Video prototyping can provide the 
best aspects of 1) rapid prototyping of 2) highly expressive design 
concepts [35, 41, 42, 57]. 

Video prototyping can be understood as an expressive and fexi-
ble form of sketching ideation [5] which enables designers to ex-
plore a particular design space [39] either as part of an individual 
creative exploration, or a collaborative evaluation and iteration pro-
cess [42]. However, video prototypes are typically used to capture 
a Wizard of Oz-style performance by a designer, relying on video-
editing trickery to convey the design [35, 41, 42]. This experience 
is largely visual and limited to linear-time playback of the resulting 
content. We extend video prototyping by creating a design tool 
that supports interacting with the prototype, allowing the video 
to dynamically respond to actions in an embodied way. Through 
Escapement, a designer can rapidly prototype an interaction on the 
target device – mapped in real time to the actual sensor DoF’s of 
interest – to quickly try multiple alternatives, iterate, and get the 
right feel. 

Compositing, whether digital or physical, is another editing tech-
nique borrowed from flmmaking that combines visual elements 

1https://www.blackmagicdesign.com/products/davinciresolve/ 
2https://www.adobe.com/products/premiere.html 
3https://www.adobe.com/products/animate.html 
4https://www.toonboom.com/products/harmony 

https://www.blackmagicdesign.com/products/davinciresolve/
https://www.adobe.com/products/premiere.html
https://www.adobe.com/products/animate.html
https://www.toonboom.com/products/harmony
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Figure 2: Four examples of designs generated with the Escapement tool. A) A tablet device running both the Sensor Mapper and 
the Viewer. A tilting motion changes the spatial perspective view of a city. B) A designer attaches an external IMU sensor to a 
Surface Studio to detect tilt motion. Viewers are open on the Surface Studio, and two additional tablets, which all respond to 
the tilting motion. The tablets both transition from video content to chat panels as the Surface Studio is tilted down. C) An 
AirConstellations-enabled tablet [43] allows a designer to use sensed proximity to control the behaviour of a video-conferencing 
application. D) The Sensor Mapper running on a single tablet (on the left) and an animation split into portions that run on the 
Viewers on the other two tablets creates the illusion of cross-device zooming via a pinch gesture. Note that all interfaces shown 
are captured pictures that were ported into the tool - the tool does not interact directly with other applications. 

from multiple sources into a single fnal image or video 5. This abil- 2.3 Interactive Prototypes: Smoke and Mirrors 
ity to draw on multiple independent sources allows for a bricolage and Screen Poking 
approach [40, 56], that is, creation from a diverse range of design To achieve interaction-driven animations [19, 34], it is necessary for 
materials that happen to be available. Within the context of interac- a system to dynamically interpret and drive the responses to peo-
tion design, bricolage has been described as related to but distinct ple’s actions. Hartmann [19] refers to two types of animation play-
from Schön’s refective conversation with materials [53], and addi- back as a function of input: one-shot animations, which play after 
tionally centers around constructing an interactive prototype rather an action is performed, such as pressing a button, and user-in-the-
than a sketch [56]. Escapement embraces this notion of co-opting loop behaviors, where “continuous input drives the behaviour” [20].
video materials at hand (whether screen recordings of existing appli- Prototyping tools can leverage both types of animations, as demon-
cations, stock video clips that capture the gestalt of an idea, "found" strated by Astral [33] and Monet [38]. 
video encountered on the web, or animations/transitions from pre- One way to create interaction-driven animation experiences is 
sentations that can be exported as short video clips) and bringing through what Hartmann [19] refers to as "screen poking", in which 
them into our tool to experience interactively within minutes – a sensors are mapped to a computer’s mouse and keyboards (e.g., 
bricolage of video. BOXES [23] to make the sensors instantly interactive). While typ-

ical examples of screen-poking require interacting directly with 
a desktop computer, Astral [33] closed the screen-poking loop by 

5https://en.wikipedia.org/wiki/Compositing 

https://en.wikipedia.org/wiki/Compositing
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allowing designers to map mobile sensor data to mouse and key-
board inputs on a computer, and having the computer stream a 
portion of the screen to the mobile device. Alternatively, systems 
can provide direct authoring to map inputs to animations, as done 
by Monet [38], Kitty [27], and Enact [37]. 

Authoring environments that provide “user-in-the-loop” con-
trol can be difcult to create. One common authoring approach 
is through “smoke and mirrors” prototyping [5], where trying a 
prototype can feel fully functional while complex workarounds to 
make it happen are hidden, as done by Chameleon [14]. In many 
cases, the easiest way to do this is to leverage existing infrastruc-
tures [47] and simply work to repurpose them. Olsen [47] made this 
case in the context of toolkits, where for instance, a stylus could 
work with the existing mouse cursor infrastructure and achieve 
a basic level of functionality to interact with an operating system 
without requiring extensive implementation eforts. With smoke 
and mirror prototypes, it is possible to create rich experiences that 
appear functional at a fraction of the efort. With Escapement, an 
extensive circle of collaborators has been able to create conceptual 
prototypes that explore broad design spaces [43, 51] while also 
requiring minimal additional engineering investment. 

While Astral’s approach could work with videos in an editor, 
the video itself was not the design material [33]. One can map a 
video’s frames to a particular gesture, as shown by DIMP [13]. The 
advantage of working directly with video is that video-creation is 
decoupled from interaction; a designer can use any "found" pre-
existing video, or generate a new one, as necessary to prototype 
a particular experience. Thus, to use sensor-to-video mappings 
for prototyping, these mappings must be changeable on the fy for 
quick testing and experimentation. This principle shaped our design 
of Escapement and is how a designer can quickly turn rapidly-made 
videos into multiple interactive experiences, a smoke and mirrors 
with a single path of interaction where the output is only bound to 
the expressiveness on the video itself. Like Astral [33] and Microsoft 
Blend 6, the inputs can be completely modifed by using animation 
techniques such as easing functions or reversals [50] therefore 
changing the quality of how an interaction feels as it takes place. 

2.4 Designing for Multi-Screen and 
Cross-Device Experiences 

Given Escapement’s strength in working with multiple viewports 
distributed across one or more devices, we situate our work within 
multi-screen and cross-device interaction design. As multi-device 
usage continues to become the norm for both work and play, there 
is increasing need for designers and engineers to generate novel 
interaction techniques [18, 25, 31, 58], application scenarios [2, 17] 
and mental models that will best support cross-device experiences. 
Researchers have designed systems for distributing application 
interfaces across multiple devices [58], but without lengthy invest-
ment in recreating such a setup, other designers may fnd it difcult 
to iterate on the design concepts. 

Likewise, novel and emerging form-factors (such as multi-screen 
or foldable devices) often incorporate new DoF’s of sensing as well 
as interaction techniques coordinated across displays. For exam-
ple, the designers of Flecto [29] recognized the unique challenges 

6https://en.wikipedia.org/wiki/Microsoft_Blend 

of designing for a foldable interface, and created a prototyping 
system for quickly iterating on designs with minimal engineering 
needs, or even a hardware prototype. By contrast, Escapement of-
fers a generalizable approach to rapid-prototyping applicable to 
foldable/dual-screen devices as well as a wide variety of other con-
tinuous, sensor-mediated interactions across displays situated on 
one or more devices. 

Recent research on cross-device interaction and multi-device sys-
tems identifes the particular challenges of designing for multiple 
devices at once [3], such as multiple displays responding simultane-
ously, synchronizing video playback across diferent video displays, 
or sharing sensor data input across distributed devices. Tools that 
support rapid interactive prototyping across multiple device ecosys-
tems remains difcult and time-consuming – yet represent a major 
strength of Escapement , which can share state between multiple 
cloud-connected instances of the tool. 

3 THE ESCAPEMENT TOOL 
Escapement transforms video prototypes into interactive experi-
ences by normalizing both sensor input and video timelines to 
logical (unitless) dimensions between 0 and 1, to allow for a high de-
gree of fexibility, “plug-and-play” exploration, and sensor-agnostic 
designs. As designers simultaneously defne and explore a new 
design space [39], they need to engage in contextualized design 
by enaction [37] to "support the design and implementation of an 
interaction through enactments of the interaction as a rapid, ac-
tive and contextualized medium for design." Escapement supports 
this through four primary design decisions: 1) sensor-and-output 
agnosticism; 2) normalizing video timelines; and 3) supporting 
multi-device formations through 4) streamed sensor data. 

3.1 Design Decisions 
3.1.1 Sensor-and-Output Agnosticism. The use of sensor data in 
interaction design can be understood along a spectrum from highly 
input/output agnostic (lower expressive match, high fexibility, and 
plug-and-play) to sensor-specifc (high expressive match / less fex-
ibility). In contrast with Astral [33] – an example of an extremely 
sensor-specifc design – our sensor-agnostic design enables rapid 
transformation of both input (sensor data) and output (one or more 
video sequences). In the Escapement tool, simple menus, parameter 
sliders, and checkboxes let the designer quickly try out various 
sensors or DoF’s as inputs; one can even specify a desired range 
of motion by demonstration, for example. This agnosticism to the 
source of the input sensor lets designers refect-in-action by ac-
tually trying numerous sensors and mappings, as well as to gain 
direct experience with the strengths and weaknesses of perhaps-
unfamiliar sensor modalities. But this agnosticism is also refected 
in the output, for example by using the same sensor stream to drive 
multiple viewports; but even those viewports can further transform 
the output, such as by mirroring it left-right or up-down. 

3.1.2 Normalized Input and Output Dimension. Escapement allows 
designers to transform short MP4 video snippets into an interactive 
animation by slicing the video into a sequence of still frames. These 
frames can then be replayed in response to streamed sensor data. 
The tool normalizes the length of a video along an abstract 0 (start) 
to 1 (end) temporal dimension, and allows designers to replay any 

https://en.wikipedia.org/wiki/Microsoft_Blend
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sequence of frames along an independent input (spatial) dimension, 
also from 0 → 1. This simple design decision yields a key strength 
of Escapement: by ensuring that all videos can be normalized to 
the same logical 0 → 1 mapping, we provide designers with a 
path of least resistance [46] to sensor-agnostic, user-in-the-loop [19, 
33] animation design. This feature also makes it easier to reverse 
either the spatial input or the temporal output (i.e. with a −1 → 0 
mapping). 

3.1.3 Multi-device Support. Animations can be replayed on either 
the same device as the sensor input, or across multiple viewports. 
Additional viewports can appear on the same device, on another 
display in multi-screen setups, or on another networked (co-located 
or remote) device via UDP multicast or Azure cloud streaming. Dif-
ferent video sequences can play on diferent viewports, in response 
to the same sensor data (in our current implementation, video con-
tent is not streamed, only sensor data; each Escapement instance 
imports the video still-frames from local storage). 

This notion of local or remote viewports allows designers to 
design experiences that span multiple devices, meaning that they 
are synchronized, fow across, or otherwise react to and show visu-
ally connecting feedback between one another. It is also possible to 
simultaneously run multiple instances of Escapement with separate 
viewports that respond to additional sensor data or touch input 
sources: the screen of any Viewer can serve as an input to drive 
other animations. 

3.1.4 Streamed Sensor Data. Escapement captures and streams 
data from built-in or externally attached sensors. Escapement then 
replays sequenced video frames in response to the chosen degree-
of-freedom of sensor data. This allows designers to use sensor input 
to control animations (including sensed position, movement along a 
path, orientation changes, left-right or up-down touchscreen input, 
etc.). Likewise, touch inputs, relative (mouse) cursor motion, or 
even a simple slider can provide virtual “sensor” input. 

Together, the above functionality enables designers to leverage 
video as a frst-class design material for interaction during early-
stage prototyping. 

3.2 Escapement Technical Architecture 
Escapement enables designers to quickly explore novel interac-
tion techniques with real sensor data. Escapement consists of two 
primary applications: the Sensor Mapper, and the Viewer. We also 
briefy discuss the Slicer, a separate utility that pre-processes videos 
into an ordered sequence of still frames consumed by the Escape-
ment Viewer. 

3.2.1 Sensor Mapper. The sensor mapper provides a central hub 
for managing streaming sensor data across multiple devices. The 
sensor mapper manages the sensor data, applies a variety of possi-
ble designer-selected flters, including the one-euro flter [6], and 
redirects it as part of a UDP packet stream. Escapement can use 
UDP multicast to stream sensor data across connected devices on 
a local network, or alternatively, we also implement communica-
tion through a custom shared memory abstraction using a server 
running on a virtual machine (VM) hosted on Azure. The cloud 
version allows us to work beyond local networks, prototype expe-
riences that involve remote users, overcome frewalls and router 

settings preventing UDP, or indeed to prototype and experience 
interactive demonstrations that span any two cloud-connected de-
vices. As shown in Figure 3, detailed settings allow designers to 
specify how the live sensor data is processed before being mapped 
to the animations (e.g., flter thresholds, cutof values), or during 
playback (e.g., time-reversed playback, spatial fipping or mirroring 
of the animation still-frames, or selecting a subset of the animation 
sequence). 

3.2.2 Viewer. The prototyping Viewer client software displays 
the diferent animated application sequences on each device. Each 
viewer client receives the real-time sensing metadata (as part of 
a local loopback, local-network UDP multicast, or cloud packet 
stream) from the Escapement platform, transforming normalized 
input into the abstract time dimension. This data takes the form of a 
video frame index based on sensing data (such as tilt angle), which 
the Viewer uses to display the correct frame of the video sequence. 
This allows the Viewer to dynamically animate the application 
interface in response to changing inputs such as touch, or device 
motion along a particular path or degree of freedom. The Viewer 
also directly supports simple options for reverse-time playback, 
mirroring the video spatially (i.e. left-right or up-down), or defning 
the viewport scaling function (Fill, Uniform, Uniform-to-Fill, or 
None). These options make it easy to experiment and play with the 
response on any particular display (viewport) individually to corre-
spond to the user’s input and feedback on other displays (please 
refer to the video fgure of the auxiliary material for demonstrations 
of how surprisingly quick and efective this can be). 

MaxMinStdDevMedianMeanNetwork
28.68.33.69.810.8Corporate Wi-Fi
59.99.67.113.114.9Home Wi-Fi
190.234.328.148.156.1Mobile LTE

All measurements in milliseconds (ms). In each network: 100 messages sent over 10 minutes through Azure Cloud.Table 1: Results of network latency test when using cloud 
synchronization of states in Escapement (all measurements 
in milliseconds (ms); in each network condition, 100 mes-
sages were sent over 10 minutes through Azure Cloud). 

For each Sensor Mapper, a designer may connect one or more 
Viewers running on either the same machine (to minimize latency), 
or across multiple networked machines. The latter may introduce 
some latency; yet while latency can impact user experience [44], 
network delay is an inherent quality of cross-device interaction, 
and therefore should be apparent in early-stage prototypes to re-
fect the reality of time-lagged feedback. Most recently, motivated 
primarily by the hybrid and remote-work scenarios of the pan-
demic, we have added the ability to share sensor data and other 
animation states via the cloud (implemented on top of the FASTER 
key-value store [7] and the CRA library for virtual connectivity 
across clients [52]), which allows us to connect prototypes across 
remotely-connected devices in a performant manner. We measured 
the latency of synchronizing states through the Azure Cloud in 
diferent network conditions (summarized in Table 1). We tested 
the network round-trip time (divided by two) of 100 messages in 
each network condition, sent over 10 minutes by the Sensor Map-
per through the cloud services to the Viewer and relayed back. 
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Figure 3: The UI for both the Sensor Mapper (Left) and the Viewer (Right). The Sensor Mapper interface allows the designer to 
select what sensor data is read (IMU rotation and motion, touch, etc.), and how that sensor data is updated (transfer functions, 
cutofs). Streamed sensor data is visualized here, before any Viewer is opened. It’s also possible to directly launch a Viewer 
for a particular animation sequence from the panel on the right. The Viewer provides access to animation controls such as 
time-reversing, image mirroring, continuous play, freeze (permanently or on interaction), and image opacity. Designers can 
thus quickly update the animation replaying in response to the same sensor. 

These measurements give an estimate of network latency, but do 
not include latency caused by sensing hardware, fltering, or vi-
sual rendering of the animation. The average latency ranges from 
10.8 ms (in the corporate Wi-Fi network) to 56.1 ms (mobile LTE 
connection). Depending on connection quality, maximum latency 
measured in our tests reached 190.2 ms (with the LTE connection). 
This means that – depending on the quality of the network connec-
tion – in some cases network latency might lead to noticeable lag 
in how animations shown in the viewer respond to sensor input, 
and this needs to be taken into account when creating animation 
sequences where fast response time is critical. 

3.2.3 Slicer. All videos used in Escapement are pre-processed with 
the Slicer tool, which extracts a sequence of still-image frames from 
the video. This image sequence is then used by the Viewer to show 
the corresponding frame for the current time index. There is no 
set limit on the length of videos (beyond local memory capacity); 
the Escapement front-end imports videos of unspecifed length, 
and the designer can decide how many discrete still-frames the 
video is distilled to. (The default for short videos is 60 frames; 
for longer videos – suitable for fne-grained sensor dimensions 
such as accurate touchscreen coordinates across an entire screen 

– the designer can set the Slicer to extract 20 frames per second, 
for example). A designer can also directly load image sequences 
from other applications (skipping the video-import step), such as 
sequences of renderings out of 3D animation tools, or frame-by-
frame animations exported from slideshow presentations. 

Escapement is not picky about the number of still-frames. Design-
ers can directly edit, delete, duplicate, or add to these preprocessed 
still-frames if desired. For example, to emphasize a keyframe in a 
sensor-mediated transition that should be more salient, that partic-
ular image can be duplicated multiple times and inserted into the 
sequence. The designer can also easily delete any undesired images 
from the image folder to tweak the sequence and its interactive-
playback timing. Escapement simply uses the sort-order based on 
fle names (typically a numbered sequence) to determine the order 
of frames, making it easy to tweak individual frames in this manner 
if desired without generating a new video and re-slicing it. 

3.2.4 Summary. By segmenting video into sequences of still frames, 
and providing detailed settings for specifying how the live sensor 
tracking data is mapped to the animations, our tool allows users to 
create interaction-driven animations. To do this, the designer (1) 
selects the video or other source material and converts this into a 
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sequence of still images, (2) selects the sensor input to control the 
animation (such as sensed position, movement along a path, orienta-
tion changes, etc.), (3) optionally tweaks the transfer function (e.g., 
linear, non-linear, ease-in/out) that controls the mapping of sensor 
input to animation frame, and (4) specifes which video sequence 
to show on which viewport (device or screen). We illustrate all of 
these steps in the following usage scenario. 

4 ESCAPEMENT USAGE SCENARIO 
While there are many diferent strategies that designers might use 
when working with Escapement, we frst describe a basic walk-
through for generating an interaction design with Escapement. 
Let’s follow the design process of Chichima, a designer working on 
a new project that includes sharing 3D model content into video-
conferences during remote work. This scenario is a distilled version 
of how we’ve observed designers using the tool throughout the 
years of its existence. 

Creating Video Clip. Since Chichima is working with 3D models, 
she naturally gravitates to experimenting with spatial interaction 
using her tablet’s in-built motion sensors. She quickly records a 
screen-capture as she uses her mouse to rotate a 3D avatar model 
already at hand. Chichima then splices out just a small clip of the 
3D avatar model pivoting between two views. Then, using the Slicer 
tool she imports the video into Escapement, creating a sequence 
of ”fipbook” images that will play back in response to her sensor 
input. 

Map Video to Sensor Input. Chichima can now start playing with 
and gain direct hands-on experience with how her short video 
of the 3D avatar rotation feels with diferent inputs and sensor 
mappings. She opens both the Sensor Mapper and the Viewer on a 
single device - her tablet. She selects the "tilt sensor" option, and 
within seconds she’s able to see the 3D model perspective shift in 
response to her physically adjusting the left-right tilt angle of the 
tablet. 

Tweak and Refne Sensor Mapping. By trying out her proposed 
design solution and experiencing the physical interaction herself, 
she’s able to immediately iterate on the design. The frst thing she 
notices is how far she needs to tilt the device in order to see the 3D 
avatar model’s perspective shift. She quickly settles on a comfort-
able degree of tilting by demonstrating the desired range-of-motion 
and interpolating her animation between these two orientations. 
Still, she feels the behavior does not feel quite right, so she decides 
to try swiveling her tablet on its kickstand instead. She notices that 
the real-time display of gyroscope values in the Sensor Mapper’s 
control panel responds to this motion as she mimics the desired 
movement, and so she clicks on the "Use gyroscope motion" option 
along the left-right (Y) axis to try this out. Now it "feels right" and 
she proceeds with this design. 

Add Additional Viewers on Nearby Devices. Chichima next wants 
to experiment with being able to share her 3D avatar model designs 
during a video call. At this point she realizes she needs another 
device so her tablet can host the shared 3D avatar model content, 
but her vertical desktop monitor can show the video-feed of the 
other participants in the call. So she opens up a second Viewer 
on her vertical desktop monitor, where her video-camera is also 

situated, which lets her quickly try out the same 3D model video, 
responding to the same sensor data, but on an entirely separate 
device. From this, she experiments with fading in and fading out 
her 3D avatar model on top of a backdrop she fnds on the web for 
the Teams videoconferencing app, showing the video-feeds of the 
hypothetical call’s other participants. 

Viewers on Remote Cloud-Connected Devices. Chichima next 
recruits a remote-work colleague so they can try running a shared 
Escapement session across multiple local and remote devices. Each 
starts a Viewer on their devices, and now her colleague sees the 3D 
avatar model shared into and out of the mocked-up video call as 
Chichma swivels her tablet back and forth. And now Chichima has 
a brainstorm: swiveling her device left and right to rotate her 3D 
avatar model in this way makes her realize that she could extend 
this motion to ”turn” the 3D model content into or out of the call, to 
make sharing content – or un-sharing content – super lightweight 
and easy. This feels amazing and she even tries a further refnement, 
where she can rotate her 3D model back and forth when that is the 
focus of conversation – but then swivel further left to instead fore-
ground the video-feed of the other participants; or swivel further 
right to focus the audience on her video-feed as the presenter. So 
now sharing content, attending to the audience, or centering her 
own video feed are all part of one smooth continuous gesture. 

Usage Scenario Summary and Perspective. These may or may 
not be great ideas, but note how Chichima’s gone from playing with 
a small and abstract idea, to experiencing an interactive prototype 
where she can refect-in-action and choose her next step, possibly 
including testing her design with usability participants or stake-
holders. And over the course of an afternoon, with each iteration 
taking just a few minutes to try out, Chichima has experimented 
with multiple possible interactions, using design materials readily 
at hand, and all while quickly developing an embodied, visceral 
understanding of her proposed designs. 

5 DESIGN STRATEGIES SUPPORTED BY 
VIDEO-ESCAPEMENT PROTOTYPING 

Video-escapement prototyping is a design method that allows de-
signers to operationalize time as a design material, and allows de-
signers to manipulate the temporal dimension of video clips through 
sensor inputs. This method is separate from — but co-evolved with 
— the Escapement tool we designed, iterated on, and built (as de-
tailed in Section 3 above). Escapement has been used in scores of 
extended iterative design sessions and three hackathons, as well as 
for exploring a half dozen design spaces and focused project areas 
(some published, some unpublished) since 2017. Over 20 researchers 
(including the authors), colleagues, students, extended collabora-
tors, and hackathon participants have built multiple interactive 
prototypes to demonstrate techniques, concepts, or other interac-
tion ideas with the tool. As various sets of designers have worked 
with the tool over several years, we have observed recurring strate-
gies and patterns-of-use for prototyping sensor-driven animations 
(whether single device or multi-screen/multi-device) that manipu-
late video in response to gestures or device motion. These strategies, 
depicted in Figure 4, show some examples of demonstrations [32], 
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Figure 4: Top: Escapement provides designers access to various parameters of control, which allows for the manipulation of 
video with time abstracted out. Bottom: Throughout the years the tool has been in use, we identifed prototyping strategies in 
use by designers as they create video-escapement prototypes. 

where we articulate the paths of least resistance [46] provided by 
our tool. 

Using Time as a Design Material. By frst pulling time out of 
the videos, and then providing tools to manipulate the abstracted 
time dimension, Escapement enables designers to engage with time 
as a frst class design material. For example, Escapement allows 
designers to easily time-reverse a given video sequence. This ofers 
key functionality because created or recorded videos can be quickly 
remapped to diferent sensors or diferent degrees-of-freedom – 
while maintaining stimulus-response compatibility – simply by 
reversing the video playback. This also contributes to Escapement’s 
bricolage-style use of “found video” because such videos are dif-
fcult to time-reverse with standard video editing tools, and yet 
might often happen to capture the opposite of the designer’s in-
tended transition or feedback. By providing easy access to the time 
dimensions through a “reverse playback” radio button (see Figure 
3), Escapement lowers the threshold for designers thinking about 
the way they can manipulate time. 

Designers are also able to “pause” time. While Escapement cur-
rently ofers few features geared towards discrete state transitions, 
one exception is a Viewer option to start or stop animations in 
response to fnger-down or fnger-up events. For example, this lets 
the designer hold the screen (while moving the device) to “clutch” 
the current animation state, and then have it resume (start tracking 
device motion again) on fnger-up. Likewise, it can be employed 
to stop and hold animations once the device has been moved to a 
desired position or orientation. Another example is to use touch as 
a toggle to mock up button-press functionality; tapping the screen 

then triggers playback of the rest of the video animation (this is the 
one exception where Escapement automatically plays back video 
over time). This functionality highlights another mechanism by 
which designers access “time” as a design material, a unique feature 
of video-escapement prototyping. 

Rapidly Exploring Diferent Sensors and Degrees-of-freedom. 
As part of the iterative creative exploration process, designers may 
want to re-use a single animation, but try mapping it to diferent 
sensor inputs, or diferent degrees of freedom. Designers can exper-
iment with design questions, such as whether direct touch, indirect 
(relative) mouse input, or embodied/tangible tilting or other device 
movement feel the most appropriate to a postulated interaction. For 
example, exploring the diferent experiences enabled by a forward-
backward tilt vs. a side-to-side tilt involves a simple radio button 
click, enabling extremely rapid “sensor swapping.” Escapement’s 
control panel provides a variety of options, checkboxes, and slid-
ers to quickly swap, change or otherwise experiment with these 
options, so that the designer can refect-in-action not only on the 
“look” of the user interface, but also on the embodied feel (including 
stimulus-response compatibility, as well as more whimsical aspects 
of the interaction’s “personality”). 

Sensor data can also be mapped to separate animations across any 
number of viewers. For example, a user tilting the device 10 degrees 
might display the frst half of an animation in one viewport, and 
tilting the device an additional 10 degrees may display a separate 
animation in an entirely diferent viewport, such as on another 
device to display a “fle transfer”. Together, the ability to quickly 
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try out an animation in response to real sensor data enables highly 
contextual exploration. 

Engaging in Embodied Exploration. The fip side of this is also 
true: as designers physically manipulate the devices, even in straight-
forward ways, they learn-by doing [11, 12, 30]. There is power in 
this approach. By starting out with "simple" ideas, and actually 
trying them out interactively, the designer may become attuned to 
less-obvious possibilities that tend to suggest themselves in the 
course of exploration, design iteration, and refection-in-action [53] 
on the artifacts produced. For example, a user may tilt the device 
down to provide a more comfortable writing posture. Yet once 
enacted through video-prototyping, other ways to leverage this 
"natural" action (such as automatically revealing pen colors and 
mode controls) seem more likely to arise; and indeed several small 
ideas explored in this way often came together into demonstrations 
that, taken together, seemed far from obvious at the outset, such as 
multiple simultaneous contextual adaptions appropriate for tran-
sitions between sensed reading vs. writing postures of a tiltable 
display [51]. By supporting embodied exploration, designers seem 
empowered to try out a variety of choices, including various such 
contextual, background, or peripheral actions that trigger context-
relevant experiences or transitions between diferent contexts of 
use. 

‘Conversing’ with Creative Media. Because Escapement lowers 
the barrier to using and manipulating video content, designers tend 
to develop a sensitivity or awareness of how the video content 
could suggest certain interaction designs. For example, designers 
frequently chose videos that showed changes in either the spatial 
dimension (such as rotating the view of a 3D map up and down), or 
the temporal dimension (such as seeing a piece of artwork evolve 
forward and backward in time). These spatio-temporal changes 
were frequently paired with physical manipulation such as tilt [51], 
whereas video content that is less spatial in nature was often paired 
with a touch gesture. In other words, the tool wasn’t simply used as 
“diverse ways to scrub through video”; rather, we noticed that the 
content of the videos frequently informed the types of interactions 
that designers felt were appropriate in an ongoing “conversation” 
with the video-based design materials [53]. Specifcally, designers 
using Escapement display sensitivity to stimulus-response com-
patibility by, for example, using a left-right tilt motion to match a 
horizontal optical fow in a video, and an up-down tilt motion to 
match video content emphasizing vertical fow (or perhaps opting 
to mismatch them as a playful, even provocative, design choice). 
While our system can ingest MP4 video fles without regard to 
length, short video snippets (typically under about 30 seconds in 
length) tend to be most appropriate for exploring a continuous, 
animated transition between interface states, if only because of the 
limited range, input resolution, or susceptibility to noise typical of 
many proximity, motion, and other sensors. 

Using the Animation Technique of Tweening. Escapement can 
be understood as a digital fipbook that maps input from various 
sensor sources to a sequence of images between two interface states. 
Animated transitions in presentation tools, such as the Morph tran-
sition efect in PowerPoint, ofer a convenient way to export short 
videos suitable for importing into Escapement. The frst slide is the 

frst keyframe, and the second slide is edited to produce the second 
keyframe; the resulting morph animation smoothly and automati-
cally interpolates between the two slides (“keyframes”) in a smooth 
video transition. We have used this capability to quickly generate 
many interactive prototypes, such as unpublished demonstrations 
of how applications can respond in richer ways to automatic screen 
rotation (see accompanying video). Additionally, because design-
ers have access to the generated still image sequences, the anima-
tion can be tweaked manually by simply deleting particular image 
frames, or by adding (or duplicating) others. This is analogous to 
the way physical flmstrips can be spliced or cut, to add or remove a 
sub-section of footage. Such direct access to the animation fipbook 
frames empowered designers to manipulate the fnal clips directly 
as they iterated on an interaction design. 

Conceptually Decoupling Input and Output. Because multiple 
Viewers can be open on multiple devices, designers are able to sepa-
rate diferent aspects of app functionality across multiple devices or 
viewports (for example, consider a remote video-conferencing ap-
plication, with the chat box, system controls, and reaction options 
displayed on one device, while the streaming video feed appears on 
another device). Conceptualizing not only such a design distributed 
across multiple devices (“logical distribution” [3]), but additionally 
designing graceful transitions in and out of diferent combinations 
of devices – and diferent forms of “distribution” – is a particular 
challenge for which Escapement is especially well-suited. 

The key to supporting designers working on this type of design 
is the conceptual decoupling of input and output. By abstracting 
time out of the interaction, the replayed application behaviour is 
no longer tied to a specifc device, but can instead be triggered by a 
variety of supported sensors, or selected DoF’s thereof. The same 
sensor stream can be interpreted diferently in diferent viewports, 
running either on the same device, an externally connected monitor, 
or an entirely separate device. An additional advantage of such 
input/output decoupling is the way the tool requires designers to 
consider what will play on any connected viewport, or on audience 
vs. presenter views in the context of remote work. By being forced 
to consider the content in the viewport separately from the sensor 
data triggering the content, designers can expand the landscape of 
devices and device ecologies they are designing for. 

6 ESCAPEMENT DESIGN ITERATION AND 
EVOLUTION 

Some version of Escapement has been in active use by both novice 
and expert designers since 2017, and the functionality of the tool 
itself has evolved and expanded in that time. Early versions of 
Escapement were used in diverse scenarios from one-of rapid ex-
plorations, to Hackathon brainstorming, to polished, high-fdelity 
research prototypes [43, 51] by more than 20 researchers and design-
ers (including the authors). These incarnations of the tool embody 
our evolving understanding of video-based prototyping, which we 
describe in this section as part of our research-through-(tool)-design 
process [59]. 

6.1 Version Zero: Early one-of demos 
Escapement had its origins in one-of demos, such as an open-
ing/closing animation for a mocked-up dual-screen device (see 
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accompanying video); our primary motivation at the time was to 
explore continuous, analog responses to device movements and 
changes in device posture. Instead of implementing a complex ani-
mation, we used "found" video of a sunrise time-lapse, composited 
beneath a design-tool-generated render of home screen icons swing-
ing into place. Frames of this video were then shown according to 
the hinge angle between the two screens. While that demo proved 
to be a one-of, the potential utility of coupling short video snip-
pets with interactive sensor animations captured our imagination, 
and we slowly started adopting this code fragment to prototype 
sensor-mediated interactions in other design projects. 

6.2 Version 1: Single device, single sensor 
We next built an application, dubbed TiltVideoPlayer at the time, 
to explore and interactively prototype techniques for novel tilt re-
sponses of adjustable displays [51]. The TiltVideoPlayer allowed a 
user to play back video fles interactively, in response to a one-
degree-of-freedom tilting motion, with the angle of the device 
mapped to the frames of the recorded video. This allowed interactive 
non-sequential access, forward or backwards, as the user adjusted 
the display up or down. The designers working with TiltVideo-
Player used screen recordings of various applications as well as 
stock time-lapse videos (sometimes with rendered UI elements 
added on top) to quickly iterate on designs prior to implementing 
the most compelling ideas in code. The designers found TiltVideo-
Player to be a powerful prototyping tool: enabling rapid explo-
ration to quickly try out ideas, engage in refection-in-action [53] 
or knowing-through-action [11, 12] with functional prototypes, and 
evaluation with end-users. 

While one core aspect of Escapement – controlling video play-
back via sensor data – was already present in this early design, 
critically it lacked the key concept of “normalization” of both time 
and input dimensions to 0 → 1. So, for example, care had to be 
taken to craft a video of the correct length and with the "right" 
transfer function (linear, ease-in/ease-out, etc.) "baked in" at the 
time of capturing or exporting the video, making it tedious to tweak 
the feel and personality of the interaction. Other limitations of this 
TiltVideoPlayer version of the tool included support for only a 
single DoF of the tilt sensor, as well as a single animation viewport 
displayed on the same device. Likewise, there was no editable trans-
fer function, no notion of an input dimension, and no support for 
touch gestures or other motion sensors. Nevertheless, for ideas that 
could be explored within these limitations, designers were still able 
to quickly explore, iterate, and viscerally experience – and then 
either discard or refne – a wide variety of tilt-based interactions. 

6.3 Version 2: Multiple devices, multiple sensors 
The tool then went through a major re-conception and re-development, 
to the point where 1) designers could replay videos on multiple 
viewports running on the same or separate devices; and 2) read 
sensor data from many more sensors, both built-in (such as the 
gyro and magnetometer) and arbitrary attached sensors (such as a 
proximity sensor connected via an Arduino). We additionally added 
more sensor options, including the ability to flter, defne cutofs, 
choose input DoF’s, demonstrate motion paths by example, and so 
forth. 

This version of the tool was used to support the design of in-
air, poseable, multi-device assemblages as described in [43], as 
well as numerous previously-unpublished scenarios for remote 
work, dual-screen devices, and application responses to screen 
rotation (see accompanying video). This updated version of the tool 
allowed designers to quickly and efectively prototype cross-device 
interactions (interact with a sensor on device A to efect a change 
on devices A, B, C, D, ...), thereby supporting more complex device 
ecologies with transitions across multiple devices. The tool also 
provided additional data fltering (including easing and transfer 
functions). 

During the pandemic, challenges of driving Escapement proto-
types on multiple devices that needed to connect across frewalls, 
institutional and home networks, or unreliable router confgura-
tions motivated us to move beyond local UDP multicast and further 
implement shared state via the cloud (as detailed in Section 3.2.2 
above). This includes performant streaming of sensor data and other 
animation state via the cloud; while network performance depends 
on home network bandwidth, geographical location, and other fac-
tors, one-way latencies as low as 20ms from edge machines outside 
the cloud, into cloud data-centers, are possible [8]. Our current 
implementation of this feature has not yet been optimized to mini-
mize round-trip latency, or tested via emerging network advances 
such as 5G, so additional latency gains are possible. In practice we 
found it was not unusual to see added latencies well over a hundred 
ms when using Escapement across the cloud; but this ofers an 
authentic representation of real-time cloud performance with com-
monplace home setups in North America, for example. And since 
Escapement’s cloud-connectivity feature is optional, designers can 
still prototype scenarios that require low-latency real-time sensor 
response by using multiple viewports on the same device, or with 
lower network latency across device settings where UDP multicast 
is available. 

6.4 Summary of Tool Evolution. 
While the core concept of controlling video playback via sensor 
data persisted throughout each version of the tool, other features 
continued to be refned and extended as we developed our concept 
of video-escapement prototyping. This long-term evolution of Es-
capement helped us identify the core relevant [59] design features, 
including: 1) using time as a design material, 2) manipulating video 
in a conversational and 3) embodied way, 4) rapidly exploring difer-
ent sensors and degrees-of-freedom, 5) using animation techniques 
like tweening, and 6) conceptually decoupling input from output 
(see Figure 4). 

This longitudinal design and usage helped us to validate the efec-
tiveness of the tool [32] beyond usability evaluations [15, 47]. The 
Design Strategies section (Section 5) was distilled from long-term 
observed usage [32], and captures commonly observed techniques 
for developing interactions with the tool. These techniques have 
been used by designers over the tool’s lifetime, highlighting the 
unique capabilities, threshold (ease in getting started), and ceil-
ing (ability to generate expressive results) [46]. In addition to the 
observed usage, our evaluation by demonstration [32] (Section 4) 
highlights both what the tool might support, as well as how users 
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might work with it. Together, these observations provide confdence 
in the relevance and extensibility [59] of the tool. 

7 DISCUSSION 

7.1 Supporting Practitioner Design Values 
Because video prototypes are already widely embraced by interac-
tion designers, augmenting such video prototypes to be interactive 
is an important way to increase expressive leverage (enabling de-
signers to achieve more with less) and expressive match (close 
alignment between tool output and designer goal) [47]. Additional 
creative practitioner values [48] we support include dynamic re-
sponsiveness, quick-start (the ability to rapidly begin engaging 
in design activities) and experimentation (extremely tight loops 
between making a change to a system and seeing the resulting 
change). Escapement is an example of a tool that supports design 
by enaction [37]. Specifcally, our tool allows designers, develop-
ers, and users to have an embodied experience with a particular 
design in context at an extremely early stage of the design process. 
Whether a designer wants to start their ideation process by con-
sidering what physical interactions are a good ft, or has a specifc 
application behaviour in mind, the tool supports multiple ideation 
paths. However, while the tool is particularly strong at providing 
access to sensor data and collections of devices, the types of inter-
actions it enables may not be appropriate for all experiences. For 
example, it may not be appropriate to design an email client that 
requires users to tilt their devices in order to send a message, or 
require gross motor actions for a behavior that requires fne motion 
control. On the other hand, the ability to quickly try out ostensibly 
"bad" ideas may lead to surprises, or spur the next "better" idea; or 
at the very least ofer a fast way to disabuse designers (and perhaps 
even executives) of dubious design choices. 

7.2 Design at Scale 
Escapement allows designers to experiment with the same interac-
tion across diferent layers of scale. Simply by running the Viewer 
on diferent devices, the designer can explore the same animation 
on a single mobile device, or multiple connected tablets, or a large 
desktop monitor, or even large wall displays or electronic white-
boards, increasing both in number of devices and screen real estate. 
This fexibility – an important aspect of a novel design system [47] – 
is supported by the conceptual decoupling of input and output, and 
allows designers to rapidly scale their experimentation up across 
diverse device ecologies. For example, one could be designing a noti-
fcation system, frst trying diferent sensors or degrees of freedom 
to trigger the notifcation on a single device. Then switch to e.g., a 
dual screen device, or desktop notifcation. The same video can be 
repurposed and experienced for each of these use cases, allowing 
for extremely rapid, highly contextual, embodied exploration with 
the particular sensors, input resources, and display dimensions 
manifest on each form-factor. 

7.3 Continuous vs. Discrete Interaction and 
State Transitions 

Escapement is well-suited to continuous real-time sensor responses, 
as it had its genesis in exploring such interaction techniques and 

scenarios. By contrast, so-called WIMP interfaces are characterized 
by dichotomous modes and discrete state transitions, yet much 
of everyday life is analog and continuous; it seems there remains 
much potential in exploring and bringing such nuances to digital ex-
periences through continuous, analog, sensor-mediated interaction 
techniques. This focus means that the Escapement tool was not de-
signed for discrete events that transition from one state to another, 
such as click-throughs of multiple application screens. Having said 
this, other than the risk of making the tool over-complex, there is 
no fundamental design or technical reason that Escapement could 
not be extended with support for state transitions in the future. 

7.4 Video as a Raw Material 
When working with video as a raw material in the context of Es-
capement, it is important to note that while an arbitrary video can 
be used, the video contents should be relevant to the task at hand. 
In the most basic scenario, a designer might be testing a video play-
back tool that responds to tilt, for which any video can get the job 
done. Going beyond tilt-responsiveness, the designer might want 
to explore, for instance, scrolling through a panoramic photo as a 
function of tilt. In that case, the video should be more specifc to the 
panoramic-photo-viewing task at hand. However, because a wide 
range of video content can be imported and played by Escapement, 
this also opens up opportunities for serendipity, either by bringing 
a video to life as a quick experiment, or by having a target video 
that a designer tries out with diferent types of input. As described 
in Section 3, Escapement is not designed for one-shot animations 
that play once an action has taken place - rather the video responds 
while the action is happening. 

7.5 Limitations 
While future work should further compare and contrast video-
escapement prototyping to other prototyping tools, our current 
objective in this paper is to articulate the benefts of a new tool 
with new capabilities, afordances, and points of friction. Like any 
other tool Escapement ofers strengths and weaknesses that are 
appropriate for some design tasks (sensor-mediated, continuous 
response to user-in-the-loop input, cross-device interfaces) but not 
others (such as scenarios requiring clicking through of a series of 
discrete states). 

Perhaps a more fundamental limitation of Escapement is its focus 
on rapid-prototyping of applications that use screens, providing 
feedback solely via the visual channel. At present, it is difcult to 
see how to adapt Escapement’s core conceit of non-linear, sensor-
mediated playback to other feedback modalities such as auditory, 
vibrotactile, or actuated haptic response; but perhaps concepts from 
robotics, control systems, or other signal processing techniques 
could be brought to bear. Lacking that, even one-shot triggering 
of auditory cues, for example, would be a welcome addition to the 
tool. 

Another inherent quality of Escapement is its abstraction of 
sensors to one-dimensional data streams that can be interpreted 
as (or projected onto) a single 0 → 1 dimension. For example, a 
designer cannot use Escapement as currently conceived to build a 
real-time interactive prototype of an X-Y panning gesture based on 
an (arbitrarily moving, two-dimensional) touch gesture. As another 
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example, one could not prototype a Virtual Reality (VR) experi-
ence with a free-moving viewpoint tracked by a multidimensional 
head-tracker. However, for the purposes of video-escapement proto-
typing, we have also observed that designers will sometimes realize 
clever work-arounds sufcient to convey their ideas, such as simu-
lating pinch-to-zoom gestures by tracking single-touch motion of 
just one of the two fngers involved. 

The current lack of a path from an Escapement prototype to 
running code is another, perhaps more subtle, limitation of our 
approach at present. Video-escapement prototypes are great for 
experimenting with sensors, transfer functions, and the correspond-
ing graphical response, but once the designer settles on a satisfying 
combination the tool currently ofers no way to persist this state or 
emit code that could be re-used in application development. Like-
wise, some (even limited) support for scripting, or emitting design 
iterations to a Jupyter-like notebook, could be valuable. 

Further, there is a risk that the low-friction path to no-code in-
teractive prototypes aforded by Escapement may trap designers at 
the “rapid prototype” stage, making it difcult to transition their 
ideas to more fully feshed-out running applications. As one way 
to partially address this, we are considering encapsulation of Es-
capement’s core sensor flters and easing functions as a library that 
could be imported into a software developer’s code base, along with 
persisted settings and parameter values. 

8 CONCLUSION AND FUTURE WORK 
In this paper, we have introduced the notion of video-escapement 
prototyping, a design technique that allows designers to manipulate 
the abstracted time dimension of video clips via streamed sensor 
data. We also introduced Escapement, a novel video prototyping 
tool that embodies this notion, and has allowed designers to rapidly 
explore and viscerally experience sensor-mediated interactions 
across diverse ecologies of devices, screens, input modalities, and 
viewers. We have also described the way experienced and novice 
designers have used Escapement over the last several years, and es-
pecially how video-escapement prototyping infuences their design 
activities and fnal output. 

While the current version of the tool focuses on continuous, 
video-based interactions, the notion of "escapement prototyping" 
has the potential to enable prototyping in other modalities. While a 
full exploration is outside the scope of this paper, future iterations 
of the tool that go beyond the visual modality could continue to 
expand the design space. Better support for alpha-transparency or 
chroma-key style transparency that would allow compositing an 
Escapement demo on top of another live, running application or 
live camera feeds (e.g. a remote meeting) would enable additional 
prototyping opportunities. Also part of future work — and with a 
return to in-person studies and workshops hopefully feasible in the 
not-too-distant future — we are keen to further develop and observe 
interaction designers’ use of Escapement to more fully establish its 
design properties as a creativity support tool. 

With Escapement, we envision a future where video-escapement 
prototyping may become more widely adopted into interaction 
design practice as well as integrated into a variety of design tools. 
This would empower a wider population than ever before to rapidly 
explore, ideate, and refne continuous interaction techniques across 

a range of design materials and user scenarios, greatly accelerating 
HCI research, design, and practice across both well-known and 
emerging inputs and sensors. 
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