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Figure 1: Our three prototypes, embodying the six design guidelines we iteratively developed throughout the four month co-
design process. Left: Augmented Playbill, a familiar artifact from the world of theatre, which embodies the affordances of a
theatrical visit, augmented to extend the narrative of the production, prompt reflection on the themes of the show, and provide
privileged access to behind-the-scenes information. Center: PrayerWheel, constructed out of laser-cut wood, the prayer wheel
resonates withmotifs from the play. When scanned, each side reveals audience and cast-member reflections about the themes
of the play. Right: Tarot Cards, each depicting a character from the play, which launch an augmented reality scene when
scanned by our app.

ABSTRACT
Work combining live performance and technology often involves
incorporating technology directly into the performance as it occurs
onstage, including interactive costumes, or performer-controlled
sets, lighting or sound. We invert this common approach, devel-
oping technology-mediated experiences outside the temporal and
spatial confines of a live theatre production. We describe the 4-
month co-design process with expert theatre practitioners, and de-
tail how the process 1) shaped our design guidelines and 2) expands
the discussion around existing best practices for cross-disciplinary
collaboration. In the style of research through design, we present
three annotated prototypes: the Augmented Playbill, the Prayer
Wheel, and Tarot Cards as well as accompanying AR applications to
convey the decisions we made and the philosophy we iteratively de-
veloped throughout the project. These artifacts also embody our six
design guidelines: resonant affordances, extended narrative, reflective
interaction, selective reveal, personalized experience, and privileged
access.
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1 INTRODUCTION
Work combining live performance and technology often involves
incorporating technology into the performance itself, including
interactive costumes [24, 44], or performer-controlled sets, light-
ing or sound [8, 9, 31]. These approaches focus on enriching the
experience of the performance as it occurs on the stage, staying
within the borders of the theatre, and within the time limits of the
production. In this work, we explore an inversion of these con-
straints, identifying opportunities for technology engagement with
a live performance at different times and in different places. Our
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Figure 2: Technology-mediated theatre experiences can be understood in terms of where the technology is seen, and who it is
controlled by. This work explores a central, but underexplored aspect: supporting the experience of audiencemembers beyond
the onstage experience. Note that both Production Support (technology used by stage technicians backstage during the show)
and Rehearsal Support (technology used by performers or stage technicians outside the scope of the show) represent other
design spaces that are also underexplored in the literature, though we do not discuss them in this paper.

goal is to use technology to provide opportunities to bring char-
acters to life outside of a production, support reflective theatrical
experience beyond the stage, all while embracing the affordances
of theatre. In other words, our goal is to integrate tech around a
theater experience rather than into it (see Figure 2).

People enjoy creating auxiliary experiences around stories that
they love and often enjoy thinking of characters as existing out-
side the official ‘canon’ of an author’s work. Through a co-design
process with expert practitioners, we developed guidelines for de-
signing experiences outside the temporal and spatial confines of
a live theatre production. Following best practices for combining
technology and performance [23, 24, 44], we embedded within the
development and deployment of a live performance with expert
theatre practitioners to prototype technology mediated experiences
that extend beyond the stage. In this paper, we describe the 4-
month intensive co-design “performance-led research in the wild”
process [7], identify challenges and opportunities for collaborating
with professional theatre-makers, and describe how our design
guidelines developed throughout the rehearsal process.

In the style of a research through design paper[49, 56], we also
present three annotated prototypes: the Augmented Playbill, the
Prayer Wheel, and Tarot Cards as well as accompanying AR ap-
plications. Together, these convey the decisions we made and the
philosophy we iteratively developed throughout the project [21].
These artifacts also embody our six design guidelines: resonant
affordances, extended narrative, reflective interaction selective re-
veal, personalized experience, and privileged access. We evaluate the
overall experience with core stakeholders – the Director and the
Production Designer, the two most important decision-makers in
the theatre production itself – and identify new opportunities for
technological engagement within live performance.

2 RELATEDWORK
2.1 Technology On Stage
Collaborations between technologists and performers often involve
layering technology on top of the on-stage performance. Saltz [44]
presents a thorough taxonomy for incorporating technology into a

theatrical production, all of which involve the technology appear-
ing “on stage” in some manner. Bluff and Johnston developed a
system for using “motion-tracked human performers in real-time”
to control backgrounds and animated graphics projected onto the
stage during live shows [8]. They describe how this system and
the performers co-evolve over time [9]. Latulipe and collaborators
have done extensive work combining dance and technology on
stage [10, 29–31]. See Zhou et al. for a thorough retrospective of
how technology has been incorporated into dance in HCI over the
last two decades [54]. These approaches focus on enriching the
experience of the production at the time of the performance and
on the stage. In contrast, we seek to extend the experience beyond
the timeline and the location of the live show. The project most
conceptually related to our work is Magicface, an AR mirror that
operates in the backstage of an Opera performance and enables
audience members and performers to “step into the character” of a
show, enhancing the overall experience [25]. While our work also
expands the experience beyond the stage, our work differs from
Magicface because our artifacts were meant to be kept by audience
members and experienced as they continue to evolve over time.

2.2 Interactive Live Productions
A huge variety of work has explored interactivity in live perfor-
mances across many domains, including music [32, 52], theatre [5,
11, 14, 18, 27, 38, 44], sporting events [16, 33], games [22, 34, 47],
and audio-visual [35] to select a few.

Cordeiro helpfully summarizes the multitude of forms of interac-
tive art, clarifying the difference between participatory art, where
“the audience or visitors’ participation is regarded as a necessary
and fundamental element for the existence of the artwork”, col-
lective art practice where the larger community participates in art
production as a means of community engagement and not an end,
and interactive art which enables the ‘audience’ to influence and
shape the content or form in real-time [14]. As a few examples of in-
teractive art, Cerratto-Pargman et al. [11, 38] designed a system that
allows audience members to use mobile devices to shape the out-
come of the production. Lee et al. describe a system that facilitates
audience participation during a musical performance [32]. Rostami
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et al. identified opportunities for bio-sensing and body-tracking
technology that span many forms of interactive performance [41].
Works like these often focus on “blurring the distinction” between
audience and performance.

Building technology directly into a live production is clearly an
incredibly rich design space for creating compelling experiences.
In contrast, we understand the unmediated theatrical experience
as already interactive. As Kirsty Sedgman writes, “the kind of silent
absorbed attention mandated at more traditional theatrical events
is something that requires active spectatorial work to achieve” [50].
In other words, the unmediated theatrical audience experience it-
self is deliberately constructed by the audience, and does not need
an extra layer of ‘interactivity’ layered on top in order to be a
rich, interactive experience. See Kirsty Sedgman’s work for thor-
ough discussions about this concept from the field of Audience
Studies [46, 50], and James Frieze’s collection for additional de-
tails of the historical context, and thoughtful critique of the widely
perceived binary of active vs. passive and traditional vs. contempo-
rary [19]. In this work, we focus on opportunities for design that
extend that rich experience beyond the moment of the production,
rather than inviting audience participation during the show.

2.3 Collaborating with Theatre-makers
When designing technology for live productions, researchers of-
ten develop new ways of collaborating throughout the rehearsal
process. Barkhuus and Rossitto describe the rehearsal process for
an interactive theatre production [5]. Honauer & Hornecker [24]
present a practice-based case study with a local theatre house de-
veloping interactive costumes. Their recommendations mirror Gon-
zalez et al.’s principle of Integrated Process [23]; both emphasize
the importance of close collaboration and co-designing aesthetics.
Following their recommendations, we were present throughout
rehearsals and production to maintain synergy with the aesthetics
of the production, and to provide support for any implemented
prototypes. We describe additional collaboration recommendations,
especially around what types of prototypes are useful for communi-
cating with theatrical professionals, who are accustomed to highly
refined aesthetics.

2.4 Technology Inspired by Theatre
Spence et al. clearly articulate the differences between various un-
derstandings of “performance” as they related to HCI, making a
clear distinction between projects that embrace the “theatre of
dramas” (as ours does) and those that engage more with the “post-
dramatic” practices of performance art, which maps more directly
onto concerns of HCI. See their paper for thorough and clear dis-
cussion [48]. Reeves et al. [39] produced a taxonomy of spectator
experience drawn from performance studies: secretive, expressive,
magical, suspenseful. Their work describes how these spectator
experiences can influence the design of technology. Zhou et al. also
considered spectators in their design of Astaire, a collocated hybrid
VR dance game [55]. Designers using immersive technologies such
as VR have long drawn on arts practices and performing strate-
gies to enhance the experience of mixed reality performances [42].
Researchers have also looked at spectators beyond the stage, and
designed systems for crowds at various other events [16, 33, 40].

3 DESIGN PROCESS
To better understand the perspectives of multiple stakeholders and
goals, and values spanning the lifecycle of development of a live
performance, we embedded ourselves within the creative team of
a stageplay. We worked directly with actors, directors, and the
production team throughout the creation of the production. In this
section we detail that process. The final prototypes emerged from
our evolving process; we adjusted strategies and techniques as we
discovered the best way to work together. We describe both the
process and designs simultaneously, describing how each stage
shaped the final design guidelines.

3.0.1 Collaboration logistics: Embedding into traditional structure.
In a typical theatre production, the production design team includes
costumes, set design, sound design, props, lighting, and graphic
design. Following best practices for technologists collaborating
with artists, in order to stay integrated with the production pro-
cess [23, 24], we joined this set of teams as the 2-person AR design
team. Throughout the 4-month creation period, at least one mem-
ber of each design team, including the AR design team, always
attended every rehearsal and production meeting. This kept us in
close contact with the evolving artistic production.

3.0.2 Collaborators. Working as part of a team, the main people
involved in the design of these prototypes are the following 4 peo-
ple:

• Director - the internationally acclaimed author of over 40
plays, and is a veteran director of theatre, film, and opera.
While he was the final decision-maker for all show elements,
he was less involved with daily design aspects.

• Production Designer - a world-renowned designer, she led
the vision and execution of the Set, Costume, Lighting, Sound,
and AR Design teams. She was the primary day-to-day con-
tact for design discussion and decisions. The Production De-
signer was also particularly interested in using Augmented
and Virtual Reality technologies, because it resonated with
the themes of the show.

• Developer/Co-author 1 (D1): previously toured as a profes-
sional performer, then worked as a software and hardware
engineer, now an HCI researcher.

• Developer/Co-author 2 (D2): a creative technologist and en-
gineer with a background in film, virtual/augmented reality
and HCI research.

The descriptions below are taken from notes taken during the
rehearsal process, as well as ongoing interviews and discussions
among all the collaborators.

3.0.3 Production details. This production was the world premiere
of the Director’s latest production. The play begins in a small moun-
tain village near the Himalayas, following the local people’s daily
lives. Some characters then move to New York, and adjust to life in
the big city. The play in its entirety is conceived to be a 4.5 hour
performance in four acts. The production involved 28 actors, 6 as-
sistant directors, and 8 designers (one of which was D1, the head
AR designer).

The show was performed for three, sold-out nights. A total of
85 audience members saw the production.
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a b c d

Figure 3: Screen captures of a subset of the lo-fi prototypes D1 and D2 put together during the prototyping stage (see Section
3.3). a) OpenPose skull prototype, which does full-body and face-tracking. The virtual skull overlaid on top of the camera feed
represents the Buddhist notion of awareness of death. b) Hololens voice recording demo, showing the impressive capabilities
of accurately capturing speech in a noisy room. c) Motion capture, using a full-body setup and mounted trackers. d) A live
demo of Vuforia target tracking and interaction.

3.1 Initial Meeting: Shared philosophy
Our first meeting with the production designer occurred one month
before rehearsals started. In this early meeting, expressing our own
ambivalence about how and when it’s appropriate to incorporate
technology into a live show helped to build rapport. Consider this
excerpt from an early email D2 sent to the Production Designer:

Before using a new technology just for the sake of using
it you should ask yourself, what is the goal? Who is
this experience for and when should they experience it?
Why? What value does this interactive piece add to the
overall spirit of the performance?

Thoughtfulness around when and why to incorporate technology
was a theme in early discussions. At D1’s first meeting with the
Director, he quickly shared his reluctance around incorporating
technology into any theatrical show. He was especially concerned
that using phones would distract audience members. We emphati-
cally voiced our agreement, emphasizing our own skepticism about
technological solutions in general. Building on his concerns, we dis-
cussed potential difficulties with getting folks to learn a new technol-
ogy, download an app, our shared desire to minimize the ‘necessary
evil’ of instructional signage [14] and other potential challenges
around comfort and battery life. Instead of enthusiastically declaim-
ing the potential benefits of technology, we acknowledged potential
downfalls, and reframed the production as an experiment.

3.1.1 Takeaway: Understand Ambivalence, Build Rapport.
By openly embracing our own ambivalence around technology, we
built rapport with our collaborators. Discussing potential issues
and downsides early on allowed us all to embrace the production
as an experiment, and set our first design guideline: we wanted the
affordances of any technology to resonate with existing norms
and expectations of theatre (this became our first design guide-
line, Resonant Affordances). Our approach is an interesting twist on
Honauer and Hornecker’s recommendation to have an enthusiastic
proponent of technology within the organization [24]. Instead, both
developers bonded with the Director over skepticism around tech-
nology. Of course many theatre-makers embrace new technology
in different ways! We encourage designers to embrace the complex
implications of introducing any piece of technology into theater,
and led with openness to support a discussion about how to make
it work well in their context.

3.2 First week: Technology Enumeration
During the first few weeks of the design process, we purposefully
maintained a sense of openness about what kind of technology we
might be able to use, and how we might incorporate it into the
production. By collecting a list of existing technology, we thought
we’d be enabling an open but grounded conversation around the
technological possibilities. While we wanted to stay open to any
design options, we were also eager to converge on a specific tech-
nology quickly, so that we could finish any implementation early
enough that it could be incorporated into the rehearsal process
if necessary, as recommended by both Gonzalez et al. [23] and
Honauer et al. [24]. We particularly wanted to be able to iterate
on designs beyond the lo-fi prototyping stage, since we expected
aesthetics to play an especially large role in the final experience.
At this point we expected our technology to be part of the actual
production, used by the performers.

Our generated list included devices with a high likelihood of
working for the show (such as theHololens), and deviceswe thought
wouldn’t work at all (such as the HTC Vive, which is expensive, un-
wieldy, and requires a full desktop setup). We also included practical
information about cost and details about the user experience includ-
ing field of view, battery life, and wearability. Our design process at
this point could be understood as ‘problem-solution co-evolution’,
whereby the designer both a ‘problem space’ and a ‘solution space’,
with each informing the other [4].

3.2.1 Takeaway: Build a Shared Understanding.
While helpful from a logistical point of view, it became clear very
quickly – within a few meetings – that there was a lack of shared
understanding around what each technology could do, and our
lists didn’t translate into familiarity with existing options for both
the theatre-makers, and the technologists. At the same time, some
technology that was new and exciting to us – such as projection
mapping – felt like old hat to the Production Designer. The Produc-
tion Designer also wanted to stay away from any technology that
she saw as likely to be co-opted as a cost-saving device (such as
using projection mapping to save money on scenery). Instead, she
repeatedly emphasized how the technology should extend the nar-
rative of the production, leading to our second design guideline,
Extended Narrative.
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Figure 4: Left: An iOS app called Peck Peck’s Journey [1] that served as inspiration for our augmented playbill. Right: An image
of the Unreal Garden [3], a Hololens-based augumented reality art exhibit we attended along with the Production Designer.
When we visited the Unreal Garden, we were still considering designing an experience that the audience would use during
the show, possibly while wearing the Hololens. While we had shown the Production Designer several lo-fi demos that used
the Hololens, experiencing a polished version end-to-end helped the Production Designer develop a clearer understanding of
both the limitations and opportunities, and helped us as a team better articulate a shared vision and goal for the project (see
Section 3.4), which helped us develop our design guidelines (see Section 4), and ultimately led us away from an experience
where the audience would wear the Hololens and towards the final prototypes (see Section 5).

3.3 Month One: Lo-Fi Prototyping
Following our own prior experience and best practices for 1) tech-
nologists working with theatre-makers [24], 2) eliciting early feed-
back while managing limited resources [45], 3) participatory design
practices [37], and 4) prompting innovation and exploration [12, 53]
we opted to build lo-fi prototypes (i.e., they rank relatively “low”
on all five of McCurdy’s dimensions [36], but especially on visual
refinement and richness of interactivity). Our goal here was two-
fold: verify what a given technology option could do, and act as
a discussion prompt with the theatre experts. We believed build-
ing prototypes would be a helpful way to build a better shared
vocabulary.

Throughout the first month of the rehearsal process, we built and
shared four primary lo-fi prototypes as part of the brainstorming
process. See Figure 3 for a subset of our early proof-of-concept,
low-fidelity prototypes. We specifically avoided polishing our early
demos, hoping to encourage richer feedback, as recommended by
HCI researchers [12, 15, 28, 36, 51, 53].

3.3.1 Takeaway: Lo-Fi Prototypes Failed to Build Shared Under-
standing.
While these technical demonstrations were helpful to the technol-
ogists as proofs of concept, they proved less useful for communi-
cating with the rest of the design team. Even while examining a
functional prototype, the Production Designer frequently asked
us to clarify what was possible to implement. Believing that the
prototype correctly conveyed both the limitations and possibilities
of the technology, we’d optimistically respond “anything”, mean-
ing “anything within these limits”. What became clear after several
such conversations was the lack of shared understanding for what
a prototype meant, as well as a lack of clearly articulated goal.

Fundamentally, this represented a lack of shared understanding
of what the technology was capable of, a lack of shared vocabulary,
and lack of shared vision behind incorporating technology into
theatre. Prototypes, while helpful from a technologists perspective,
were not helpful for overcoming these barriers. The lack of aesthetic
refinement, meant to encourage thoughtful critique, was so off-
putting to the Production Designer that she hesitated to respond

to or critique our work at all. We frequently turned to Youtube,
looking for polished and complete examples of similar technology
or experiences (see Section 7.2 for further discussion).

3.4 Month Two: Experiential Immersion
Once we realized that lo-fi prototypes were failing to help us over-
come these barriers, we sought out ways we could experience
polished, finished experiences. Wanting to go beyond watching
Youtube videos, we found several well-executed AR applications
we could experience together. Two had a particularly large impact
on our final designs and overall collaboration experience: Peck
Peck’s Journey, an AR-augmented book [1, 2]; and the Unreal Gar-
den, an experience for Hololens [3] (See Figure 4).

3.4.1 Peck Peck’s Journey. Peck Peck’s Journey is a simple AR Book
experience which uses a mobile phone and a physical book. When a
page is scanned with a phone, AR characters appear on the page as
viewed through the phone, and they interact with digital elements
of the on-page scenery. The AR characters can also be interacted
with using your finger on the touch screen. The story progresses as
the user flips the book’s pages, scanning each page (See Figure 4).
The simplicity of the experience, coupled with the highly polished
aesthetics, immediately resonated with the Production Designer.
We began to see the possibilities of embedding the AR experience
into a familiar theatre artifact: the playbill.

3.4.2 Unreal Garden. By far themost impactful experience in terms
of shaping our designs was the Unreal Garden. The Unreal Garden
was billed as an “interactive, multiplayer mixed reality experience
blending a beautiful, psychedelic forest landscape, multiple layers
of sound, responsive projections, haptics, and augmented reality.
Visitors are immersed within a magical world blending art and
entertainment, and inhabited by fantastical flora and fauna” [3] (see
Figure 4 for images).

Participants are welcomed to the indoor space, a tall-ceilinged
room decorated to look like a lush cave, filled with fake plants,
a stream, and dramatic lighting. As a group, we were instructed
in the use of Hololens headsets, and then allowed to explore the
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Figure 5: To investigate the whole range of our design guidelines, we instantiated each into more than one prototype. This is
a diagram showing which guidelines were built into each prototype.

“interactive” AR exhibit at our own pace. The specifics of the exhibit
aren’t as relevant as our own discussions afterwards.

Immediately following the experience, we sat down in the lobby
for what became an intense, multi-hour discussion about the value
of theatre, and how augmented reality might fit into that world.
In sharp contrast to earlier discussions, which had felt tentative
and polite, the Production Designer immediately launched into a
thoughtful, nuanced critique of the entire experience, and Aug-
mented Reality as a medium.

The Production Designer is passionate about the potential of
theatre to have an emotional impact, and feels that theatre is one of
the only places where people can really “expand their perception”.
For her, theUnreal Gardenwas a disappointment; more of a beautiful
museum-like display, or “eye candy”. She said: “The whole intro,
the front door, the ticket setup, everything of the Unreal Garden sets
you up for entertainment, not an emotional experience”. She went
on to emphasize the difference between a theatrical experience
which “has a lot of space for imagination” and AR, which she
understood as primarily focusing on “showing something more.”
She described her personal favourite theatrical experiences, which
have “so much implied and so much space” to “give room for our
own interpretation and our own perspective to it.” This discussion
became another design guideline, one focused on helping audience
members deeply engage in the themes of the production and how
it impacted their own life: reflective interaction.

For the Production Designer, the way technology in general, and
AR in particular always added content to the world was a barrier to
embracing it for theatre 1. She articulated her concerns beautifully:

Production Designer: What do artists do? We focus atten-
tion, while leaving space for imaginative leeway. Theatre is
about creating something tangible to respond to. But wear-
ing [a Hololens] or having an iPad is “more real” than what’s
on stage, and this can then feel like an imposed sense, not
belonging to me.

She compared the capabilities of AR with existing theatre tech:
“Sure, we can imagine flowers blooming suddenly on stage but
well-designed scenery and lighting can already do this.” After expe-
riencing the Unreal Garden, she found herself questioning whether

1We also discussed using AR to remove or block elements from the live on-stage
production, a form of “diminished reality” she found extremely compelling, but the
post-Unreal Garden discussion led us away from audience members wearing individual
headsets due to their isolating nature.

AR was appropriate for theatre at all. She wondered if there was
“a way to use AR in a way that invites imagination rather than
illustrat[es] a secret.” This led to another of our design guidelines,
selective reveal.

3.4.3 Takeaway: Hi-Fi Prototypes Are Better In Some Contexts.
The polished aesthetics and immersive experience of both Peck
Peck’s Journey and the Unreal Garden launched a series of much
richer discussions. Over the next few weeks, we developed a more
complete shared philosophy around the purpose of theatre, and how
technology should fit into that, shaped by our shared experiences
with these two events, and our own backgrounds. Our experiences
suggest that in certain contexts, it may be important to adjust the
default methodology, and question existing recommendations that
emphasize the value of “low-fi prototypes” for cross-disciplinary
collaborations. We found instead that highly polished, aesthetically
refined, complete experiences best supported the collaborative ex-
perience in this context (see Section 7.2 for further discussion on
this).

4 DESIGN GUIDELINES
Here we describe the design guidelines we generated throughout
the collaborative process in greater detail. Our overall guiding
principle, succinctly stated by the Production Designer: “We want
something that’s a continuation of theatre, not a contradiction.”

4.1 Resonant Affordances
It’s important for the technology to enhance and extend the aes-
thetics and affordances of the production, not “fight” it. We see
this as the “off-stage extension” of Gonzalez et al.’s Aesthetic Har-
mony [23]. Gonzalez et al. focused on how technology can augment
the on-stage production. In contrast, our focus was on the audience
experience before and after the show. The notion of resonant af-
fordances encourages designers to take into account not only the
themes of the show, but the existing norms of theatre spaces broadly
speaking, and how those can influence not only the content, but
the interaction techniques used. For example, personal phones are
naturally distracting, and using them during the show would break
the common theater norm of keeping phones hidden. Maintaining
these norms was important for this particular production team, but
might be useful to break in another context. We did not expect
the audience members of this particular production to be familiar
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Figure 6: Demonstrating how one particular page of the Augmented Playbill shows a scene from the play when scanned by
the phone app, including effects and costumes we were unable to achieve in the live, stage production itself.

with head-mounted displays such as the Hololens, but for another
audience that might be reasonable.

This guideline emphasizes allowing the themes and design of the
show to help inform the interaction with the technology. For exam-
ple, if the production is not interactive, the post-show experience
doesn’t need to be, and doing so might be confusing or jarring.

4.2 Extended Narrative
Characters and elements of the show should have a life beyond the
production. The content of any technological artifacts should be
deeply connected to and extend the existing narrative. Tech should
expand opportunities for interaction at either end of the production,
and should take advantage of existing theatrical and storytelling
techniques for introducing characters and building on the story.

The technology should take the story further than would be pos-
sible otherwise. A key element of this for the Production Designer
was that the technology should go beyond “just marketing” - she
felt very strongly that anything we create should ultimately serve
the story. She was particularly drawn to the idea of the character
having a life even when you’re not looking at it.

4.3 Reflective Interaction
While some forms of theatre are meant to be pure escapism, both the
Director and the Production Designer emphasized the importance
of long-term reflection on and engagement with the themes of the
show. As the Production Designer put it:

Production Designer: Reflection completes the idea of theatre.

We wanted to prompt reflection on the personal experience of
the show, while supporting lightweight engagement between audi-
ence members. By reflection, we don’t necessarily mean a serious,
focused accounting of one’s personal experience.Writing fan fiction
about the show, or creating cosplay2 of a character would both be
activities that could be supported in reflective interactions (though
we didn’t necessarily expect those to happen for this production
because it is so new and had a limited 3-day run; those types of
fan-based behaviours take time to establish).

2Cosplay is defined as the practice of dressing up as a character from a movie, play,
book, or video game.

4.4 Selective Reveal
The Production Designer emphasized the importance in theatre of
leaving some details to the imagination: “We want something that’s
charging your imagination, not illustrating everything.”

Putting a show on stage is all about choosing what to display and
what to keep hidden. Hidden or ambiguous details allow audience
members to “complete the story” with their own interpretations
- in this way, the Production Designer considers all of theatre a
co-created art form, constructed in collaboration with an audience.
We wanted our designs to embrace this mindset, and to explicitly
invite audience members to add their own experiences to the story.

4.5 Personalized Experience
In all theatre, there’s a tension between the shared experience of
watching a live show together, and the individual experience we all
have as humans. Personalizing experiences is a very strong theme in
D2’s AR/VR work. The more personal an experience feels, naturally
the more immersed a user becomes. Since AR and VR are typically
viewed through an individual viewer (headset or mobile device), it
is an optimal platform for those forms of tailored experiences, but
the medium can also be isolating. Broadly speaking, there are two
ways an experience can be personalized: 1) the user chooses what
they want to interact with and therefore personalizes their own
path and 2) the developer knows who the user is because of tracking
and tailors the content of the experience to that particular user. We
chose to embrace the first option, feeling that this resonatedwith the
sense of agency and personal choice that the Production Designer
and Director hoped to engender in the audience. We also sought
ways to balance the personalized, individual experience that’s often
implicit in AR/VR while still supporting the social experience that’s
core to theatre, see Section 7.3 for further discussion.

4.6 Privileged Access
There was a strong tension between the audience desire to have
access to process and the artist’s desire to fill any available space
with more art. In contrast with the Production Designer’s primary
goal of extending the show’s narrative, both D1 and D2 felt that
the project represented a unique opportunity to provide access to
behind-the-scenes information such as interviews with performers
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Figure 7: Left: One page of the playbill showed the cast thanking the Director, ProductionDesigner, and backstage crew. Center:
Another page of the playbill, which shows cast-member and assistant director interviews when scanned. Right: The cover of
the program, which had the same design as the advertisement posters. When scanned, both show the Director inviting the
viewer to the show.

and the director. This stemmed from our own experiences as dedi-
cated fans of shows - we have participated in cosplay, created our
own fan fiction, and otherwise engaged in various fandoms3. The
Production Designer initially felt that including “behind the scenes”
information was not a novel use of the program. We eventually
agreed that dynamically updating the program over time with “the
latest” behind-the-scenes shots curated by the performers, includ-
ing (for example) pictures of the audience from the specific night
they attended represented a unique twist on the typical “behind
the scenes” documentary: a much more personalized, targeted, and
potentially memorable experience.

5 THREE PROTOTYPES
Using the design guidelines described above, we developed three
artifacts: the Augmented Playbill, the Prayer Wheel, and the Tarot
Cards. We describe them below, as an annotated portfolio [20],
focusing on the functionality, aesthetics, practicalities of production,
motivation, and audience. We explored each design guideline in
different ways in each artifact, and covered the entire design space
through the instantiation of the artifacts.

5.1 Augmented Playbill
Theatrical productions typically provide an informational book-
let known as a ‘playbill’ to audience members as they enter the
theatre. These playbills typically contain information about the
production including short blurbs about the performers, a note
from the director, dramaturgical information and relevant history
behind the production. Our design goes beyond this, adding a layer
of technology to provide access to additional content.

5.1.1 Implementation.
The Augmented Playbill is a printed booklet that acts as both a tradi-
tional playbill, and additionally reveals 3D scenes when scanned by
a handheld smartphone. Audience members download and install
a free app to their phone to access the extra Augmented Reality
functionality. The playbill itself contains instructions for download-
ing and using the application. The phone application automatically
recognizes the image on the page and pulls the video data from a

3A fandom is a subculture composed of fans characterized by a feeling of empathy
and camaraderie with others who share a common interest.

remote database. This video then plays as an overlay on top of the
physical playbill. (See Figure 6 and Figure 9).

5.1.2 Design.
Mapping to our design guidelines described above, using a playbill
helped us embrace existing norms around the classical theatre ex-
perience, since playbills are typically only used before the show,
during intermission, and after the show. By embedding the tech-
nology experience into the playbill, the affordances of this new
interaction resonated with expected behaviour in theatre. A recur-
ring theme of the show was seeing across layers of reality, so using
Augmented Reality to reveal a new “layer” to the familiar playbill
was another resonant affordance.

The augmented playbill extended the narrative of the pro-
duction by showing scenes that had been cut from the final show
enjoyed by the audience, and effects that weren’t possible in the
show - like snow falling, or characters morphing into animals. We
also updated the content of the Augmented Playbill each week by
changing the videos that would launch when a certain page of the
playbill was scanned. The goal here was to further extend the
narrative, and provide a potentially surprising moment of reflec-
tive interaction for those who scanned the program after some
weeks had passed. By combining the Augmented Reality technol-
ogy with the playbill — usually experienced as static memorabilia
— the augmented playbill was designed to enhance the experience
of the audience member long after the performance ended.

The Production Designer wanted to ensure the audience mem-
bers developed a sense that the characters lived rich lives and
continued to evolve even after the show ended, which required
finding the right balance of details to selectively reveal through
the playbill. For example, although some details of the background
of a certain main character were known to the Director, we did not
include those in the playbill. Maintaining some mystery was key
to a rich experience.

Being theatre fans ourselves, we know how much the audience
appreciates having access to behind-the-scenes information. We
incorporated some interviews with cast members, recordings of re-
hearsals, and speeches from the Director into the playbill. This priv-
ileged access to behind-the-scenes information is what most audi-
ence members expect from extra content. We additionally wanted
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Figure 8: Left: The Prayer Wheel being used and experienced by a cast member. Each side displays a scannable image, con-
taining a question prompt. Once scanned, recordings left by other audience members appear as flames situated in the 3D
coordinate position around the prayer wheel, mirroring the unique 360◦ layout of the production. Each flame can be selected,
playing the associated recording (shown in yellow). In this image, the flames are added digitally for clarity. Right: Early draft
of the Prayer Wheel prototype.

to include more personalized content, including pictures of the audi-
ence (taken from back-stage, or on-stage) on the specific night each
person attended, or a curated message from the cast on each given
night. Our system did not support sending personalized messages
like this, but we hope a future version of the project can support
these more targeted and potentially more memorable experiences.

5.2 Prayer Wheel
This prototype was meant to emphasize reflective interaction
with the story, the characters, and the creation of the play. Using
motifs from the play we built a model of a Tibetan Prayer Wheel.
Prayer wheels are meant to be spun as part of a meditation and
prayer practice in the Tibetan culture that was depicted in the show.
It was displayed in the lobby and rolled into the main theatre area
during intermission (see Figure 8).

5.2.1 Implementation.
The PrayerWheel prototype is composed of a physical prayer wheel
and an accompanying augmented reality application. The prayer
wheel was built out of laser cut wood, a bicycle wheel, and paper.
Before and after each performance we installed the Prayer Wheel
in the lobby of the theater.

The prayer wheel has six sides with one question written on each
side. The questions on the prayer wheel were carefully selected
to both guide audience members to reflect about their own life
as well as on their experience watching the play. This represents
a reflective interaction. Both Developers generated a set of six
questions in collaboration with the Production Designer, including
questions such as “Is your best day ahead of you or behind you?”,
“What will you remember about this production tomorrow? In a
year?” and “What’s the best thing that happened to you today?”.
The questions were closely tied to the themes of the play.

To trigger the AR experience, audience members first spin the
wheel, scan a question with the tablet device, and record or listen
to an audio message responding to that question. Audio messages
appear in the AR scene as virtual candle flames. Once a question is
scanned, the flames appear in the 3D coordinate position that the
audience member is standing at in relation to the prayer wheel. The
end result is that after scanning a question, the audience member
is surrounded by the thoughts and reflections of other audience
members or performers (see Figure 8 for details). Spinning the
prayer wheel happens in ‘public’ - visible to everyone in the lobby.

5.2.2 Design.
Because part of the production takes place in Tibet, having a prayer-
wheel in the lobby shows aesthetic harmony [23] with the overall
production and helps to set the scene for the audience members.
The prayer wheel was placed in the lobby to signal that interaction
is appropriate, since using it won’t interrupt the show, a resonant
affordance. Additionally, the fire icons that appeared in a 360
degree layout around an audience member mirrored the unique
layout of the production, and reiterated that the production existed
in 360 degree space around the audience. All of these represent the
resonant affordances of the prayer wheel.

In addition to the audience, the Director and performers also
responded to the questions on the prayer wheel. Their recordings
were then made available to the audience members, played over
the tablet’s speakers. This provided audience members privileged
access to reflections from the actors on both their own personal
lives, as well as their experiences playing their scripted character.

5.3 Tarot Cards
Each tarot card depicts a character from the play, printed on high-
quality cardstock. The sameway that audiencemembersmight keep
memorabilia of events they attend such as a ticket stub, a poster, or
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a flyer, we gave audience members a physical item that they could
take home. Each card also launched an AR scene when scanned
with our app. The AR scene displayed the life of the characters
before and after the duration of the play.

5.3.1 Implementation.
The Tarot cards were printed on high-quality, cardstock paper.
The cards were accompanied by an AR application built in Unity
that would play a unique 3D animation upon scanning a card. After
many thorough readings of the script, conversations with the actors
about their characters and with the play’s designer, we generated
scenes that the character might have lived in before and after those
already in the script, such as a dream-like scene where one character
called Caiyun is crying in the snow. We captured the data for these
animations during rehearsal. First we took 3D body scans of each
actor wearing their character’s costume using the iOS app itSeez3D.
Then we cleaned up each mesh using Meshlab by first removing
any garbage points from the point cloud, then adding a sampling
filter (Poisson-disk Sampling). Next, we computed normals for point
sets, and finally ran a surface reconstruction filter. Next, we added
animations to the fixed mesh using Adobe’s Mixamo.

Lastly, we designed and modeled scenes and animations for
each character using Unity. We built a custom Unity app using our
own code wrapper on top of ARKit and ARCore. This allowed the
software to run on any AR-enabled iOS or Android device. Each
character had its own Tarot card that served as an image marker
that would launch a particular scene when scanned.

5.3.2 Design.
Each tarot card launched a window into unseen moments with
the characters outside the timeline of the play. This supports our
design principle of extended narrative by giving each character
a deeper story beyond what was shown in the show. Later, the
physical card would not only remind audience members of the
performance itself, the scenes would also act as a continuation of
the character. The scenes that were launched from the Tarot cards
could be changed over time, showing more details of the characters.
We were careful to selectively reveal “just enough” information
about the characters’ backstory, choosing to let audience members’
imaginations fill in many details. For example, we did not include
any dialogue in the AR scenes so that most of what the characters
were actually thinking or saying was still left to the imagination of
the audience members.

Many actors chose to the Tarot card that represented the charac-
ter they had played home as a souvenir, because this represented
their own personalized experience of the show.

6 EVALUATION
In our ongoing post-production correspondence, all collaborators
have discussed what was successful and what wasn’t. Both the Di-
rector and the Production Designer highly valued the Augmented
Playbill and the Prayer Wheel over the Tarot Cards. The Director
described the Prayer Wheel as “extremely effective, being an object
that reflected on the contents of the play itself, while utilizing the
spiritual aspects of the play to bring the audience into a separate
but related experience”. He also instructed his production company

Figure 9: Left: Four of our Tarot Card designs. Each card has
details and imagery that depict that character’s trajectory
throughout the play. Right: The animation scene that plays
after scanning the “The Giver” Tarot card, shown in Unity.

to incorporate the Augmented Playbill into the professional produc-
tion that was staged in Shanghai. The Production Designer found
the Prayer Wheel “extremely meaningful and appropriate...simple
and effective and well-executed”. She felt the Augmented Playbill
“represented a powerful use of [AR], one that was exciting to me,
in that it worked with the audience to create the poetic furthering
of the themes of the piece”. All of us agreed the Tarot cards were
the least successful, perhaps because they are the least familiar in
the theatre context.

Theatre has existed as unmediated live performance for thou-
sands of years. Of course, there is “technology” in theatre but it is
integrated into the show, and doesn’t mediate the experience for
audience members. Developing a rich shared philosophy about the
purpose of theatre, technology, and our personal purpose behind
combining the two led us to the design of three artifacts whose
affordances resonate with theatre itself, but have technology em-
bedded within them and which can then extend and enhance the
overall theatrical experience rather than change it.

7 DISCUSSION
Although this work discusses, explores, and expands the role of
technology in theatrical productions, we see these insights and
principles guiding the design of experiences beyond the stage.

7.1 Applications Beyond Theatre
Outside of traditional theatre shows, we see opportunities to ex-
pand the design of personalized, reflective, tangible technological
artifacts in many other contexts. For example, during special the-
atrical events (a special page in the playbill that is only “unlocked”
if an audience member attends a staged reading); a backstage tour
(uploading a photograph with a cast member taken at the stage
door within the augmented playbill itself for a highly personal-
ized memento); improving the experience of waiting in line for
an amusement park ride (a ‘passport’ that interacts with exhibits
as people wait in line, or a premium feature that automatically
displays the photographs taken on each ride); in other forms of
entertainment (augmenting the ticket stub from a sports game); or
book readings (recording a message from the author directly onto
the cover of a book rather than getting their signature). Many of
these ideas relate to and extend Benford & Giannachi’s concept of
the ‘trajectory’ [6].
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Figure 10: (Left) While we observed prototypical program usage (individual, prior to the show or during intermission), we also
(Center) observed social behavior where attendees would gather in groups to explore the program and (Right) prayer wheel
together.

7.2 Implications for Creative Collaborations
While each step in our collaborative process was fruitful, productive,
satisfying, and built rapport and trust even if it didn’t directly
affect the final design outcome, by far the most impactful was the
shared experience of the high fidelity “artifacts”, especially the
Unreal Garden. While a serendipitous finding, and not something
we expected to explore, this aspect of our collaboration contributes
to the broader discussions within HCI about the roles of high- and
low-fidelity prototypes and cross-discipline collaboration. Low-
fidelity prototyping is a well-validated and valuable method for
quickly and inexpensively gathering a great deal of information,
frequently used to validate designs and and generate insight [12,
15, 36, 37, 45, 51, 53]. Compare the prototypes we described in
Section 3.3, which score low on all of McCurdy’s dimensions of
fidelity [36], with the Unreal Garden, which is a fully-realized, paid
experience, but is also an extremely high-fidelity prototype4 that
scores high on all five dimensions. For the Production Designer,
a highly accomplished costume designer accustomed to working
with extremely aesthetically polished projects, the low level of
visual refinement [36] may have played a particularly large role
in her negative experience. In our ongoing discussions, she said
that she was unable to separate the “content of the demos from the
affordances of the technology”.

While more work is needed to fully explore this, we speculate
that when collaborating with stakeholders that are 1) from disci-
plines that value highly polished or refined visual aesthetics (cos-
tume designers, luthiers, etc) and 2) have less familiarity with the
proposed technology in use, a mixed-fidelity prototype that scores
high on visual refinement, richness of interactivity, and breadth of
functionality [36] may be the best way to introduce new, unfamiliar
technology. But the specific implementation may also matter - the
similarity with the final potential use-case. In her own words:

Production Designer: The Unreal Garden worked better [than
the lo-fi demos], not because the use of the technology was
more effective. What worked, what really worked, was having
the chance to see the piece with you [D1] and with [D2].

4According to the developers, who we met at the venue and engaged in an interesting
“behind the scenes” discussion.

In other words, we agree that it wasn’t simply the high level
of visual refinement of the Unreal Garden, nor the richness of the
interaction (e.g., the fact that the installations there made use of the
gesture interaction on the Hololens) – if that were the case, trying
any polished application on the Hololens would have prompted
this form of deeper discussion. Instead, we speculate that it was the
“theatre-like” aspects – the resonant affordances – of the Unreal
Garden (arriving at a venue, entering into a special location, the
shared experience) that allowed us to reach a much richer place
of mutual understanding. This may also be related to the context
in which a prototype is evaluated [43]. Ultimately this represents
one collaboration in a specific context, and more research is needed
to identify best practices for cross-disciplinary collaboration, espe-
cially in a theatrical and performance-related context.

7.3 Social Experiences in AR/VR
While in-person AR/VR experiences can isolate participants from
their local environment due to the affordances of the current –
mostly head-worn – technology, one of the ways this isolation has
been mitigated for mobile AR is through tangible interfaces [13], a
known technique to aid in collaboration and cooperation between
participants [26]. Both the Augmented Playbill and the Prayer
Wheel took advantage of this, and we observed social behavior
where attendees would gather in groups to experience the content
in both artifacts together (see Figure 10). Especially in the case
of the Prayer Wheel, which is physically large, and highly visible,
particularly lends itself to interaction by multiple people.

The time outside the dimmed lights of the theatre is more overtly
and explicitly social than inside the venue when the house lights are
down. The rush of emotions as an audience member emerges into
the world again and becomes no longer part of an audience but a
person separately living their lives is an underexplored opportunity
for compelling, enriching technologically-mediated experiences,
which we sought to enrich with our prototypes.

8 LIMITATIONS AND FUTUREWORK
For the purposes of this initial collaboration, we focused on the co-
design process rather than the audience experience. Our plans for
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future work include building the Prayer Wheel’s reflective interac-
tion into the playbill, and allowing audience members to record and
listen to messages in the privacy of their own home. However, that
introduces concerns about audience members recording vulgar or
inappropriate messages such as advertisements or personal attacks.
Like Cerratto-Pargman et al. [11], we’d need to add a moderator
to manage the input. Our Prayer Wheel design instead had people
record their messages “in the open” rather than creating a private
sound booth because we hoped that the environmental context of
the theatre would strike a balance between socially appropriate
behaviour, while still allowing vulnerability in the expression of in-
ner thoughts (However, Helen Freshwater discusses the way these
kinds of social affordances inherently limit audience choice in “in-
teractive experiences” [17]). The playbill also introduced changing
content, but didn’t clearly signal those changes to audience mem-
bers - finding playful ways to indicate that the stories are evolving
would be an interesting next step.

Ultimately our design seeks to expand notions of authorship
beyond the Director or Playwright. However, not all authors ap-
preciate or value this form of engagement with their characters
and stories. Enabling forms of authorship and engagement by fans
may not be appropriate or welcome in all productions, but in cases
where authors seek to encourage this form of engagement, we hope
these guidelines can shape compelling experiences.

The Production Designer describes her vision for future work:
“To me, the next question to address, for scholars, is to investigate
the ways that [a] new tool influences the piece — possibly by in-
fluencing the question that’s asked, possibly by influencing the
path of exploration, possibly both. (In costume design an example
would be using material to express the content of the piece, then
seeing what’s revealed, how the costume influences and augments
the piece’s exploration of its question)”. In other words, giving de-
signers new tools during the design process and exploring how
their process and output evolves would be a fascinating next step.

9 CONCLUSION
This paper explores possibilities for incorporating technology into
theater. In collaboration with theatre professionals, we developed
three prototypes that demonstrate how AR can expand the experi-
ence of attending a theater performance while still resonating with
existing theatrical affordances. Throughout the rehearsal process
we developed six design guidelines that can be further explored
when combining emerging technologies with theater. Additionally
we expanded the conversation around the role that low, high, and
mixed fidelity prototypes can play in cross-disciplinary collabora-
tion, and found that when collaborating with stakeholders with
refined visual aesthetics, high-fidelity prototypes with affordances
that resonate with the ultimate goals enabled breakthroughs in our
collaboration. We shared some initial observations around oppor-
tunities for designing more social Augmented Reality and Virtual
Reality experiences. Most importantly, this work seeks to expand
the design space for technology-mediated theatre experiences. We
hope this work can help future authors motivate their own projects
incorporating technology into and around theatrical productions,
including production support, rehearsal support, and experiences
for audiences that extend beyond the stage (see Figure 2).
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